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Abstract—This article proposes an automata-based model for describing and validating the behavior of threads in the Linux PREEMPT_RT kernel, on a single-core system. The automata model defines the events and how they influence the timeline of threads’ execution, comprising the preemption control, interrupt handlers, interrupt control, scheduling and locking. This article also presents the extension of the Linux trace features that enable the trace of the kernel events used in the modeling. The model and the tracing tool are used, initially, to validate the model, but preliminary results were enough to point to two problems in the Linux kernel. Finally, the analysis of the events involved in the activation of the highest priority thread is presented in terms of necessary and sufficient conditions, describing the delays occurred in this operation in the same granularity used by kernel developers, showing how it is possible to take advantage of the model for analyzing the thread wake-up latency, without any need for watching the corresponding kernel code.

I. INTRODUCTION

Real-time Linux has been successfully used throughout a number of academic and industrial projects as a fundamental building block of real-time distributed systems, from distributed and service-oriented infrastructures for multimedia [1], robotics [2], sensor networks [3] and factory automation [4], to the control of military drones [5] to distributed high-frequency trading systems [6], [7]. This is possible thanks to a set of operations that ensure the deterministic operation of Linux, while reducing the operating system noise. These operations, however, require in-kernel synchronization that can cause non-negligible delays, even for non-explicitly related tasks [8]. The synchronization is necessary because of the non-atomic nature of a sophisticated operating system like Linux. The understanding of the synchronization primitives, and how they affect the timing behavior of a thread, are fundamental for the development of real-time software for Linux.

However, the amount of effort required to understand all these constraints is not negligible. It might take years for a newcomer to understand the internals of the Linux kernel. The complexity of Linux is indeed a barrier, not only for researchers but for developers as well. Inside the kernel, scheduling operations interact with low-level details of the underlying processor and memory architectures, where complex locking protocols and “hacks” are used. The challenge is then, to describe such operations, using a level of abstraction that removes the complexity due to the kernel code. The description must use a format that facilitates the understanding of Linux dynamics for real-time researchers, without being too far from the way developers observe and improve Linux.

The developers of Linux observe and debug the timing properties of Linux using the tracing features present in the kernel. They interpret a chain of events, trying to identify the states that cause “latencies” in the activation of the highest priority thread, and then try to change kernel algorithms to avoid such delays. For instance, they use fttrace [9] or perf¹ to trace kernel events like interrupt handling, wakeup of a new thread, context switch, etc. While cyclic test measures the “latency” of the system.

The notion of events, traces and states used by developers are common to Discrete Event Systems (DES). The admissible sequences of events that a DES can produce or process can be formally modeled through a language. The language of a DES can be modeled in many formats, like regular expressions, Petri nets and automata.

Paper Contributions: This article proposes an automata-based model describing the possible interleaving sequences of kernel events in the code path handling the execution of threads, IRQs and NMIs in the kernel, on a single-core system. The model covers also kernel code related to locking mechanisms, such as mutexes, read/write semaphores and read/write locks, including the possibility of nested locks, as for example in the locking primitives own code.

This article also presents the extension of the kernel tracing mechanism used to capture traces of the kernel events used in the model, to enable validation of the model by applying a modified perf tool running in user-space against traces captured from the live running system. Two problems were found in the Linux kernel code, regarding scheduler and tracing, by using our model. Finally, this paper demonstrates how the model can improve the understanding of Linux properties in logical terms, in the same granularity used by developers, but without the need of reading the kernel code.

II. RELATED WORK

This section presents prior literature relevant to the work being presented in this paper, spanning across two major areas: use of automata in real-time systems analysis, and formal software verification techniques successfully applied to the verification of kernel code in operating systems.

a) Automata-based real-time systems analysis: Automata and discrete-event systems have been extensively used to verify timing properties of real-time systems. For example, in [10], a methodology based on timed discrete event systems is presented to ensure that a real-time system with multiperiod tasks is reconfigured dynamically using a safe execution sequence. In [11], the Kronos tool is used for checking properties of models based on timed automata.

In [12], parametric timed automata are used for the symbolic computation of the region of the parameters’ space guaranteeing schedulability of a given real-time task set, under fixed priority scheduling. Additionally, some authors [13] considered composability of automata-based timing specifications, so that timing properties of a complex real-time system can be verified with reduced complexity.

In [14], the TIMES tool is used with an automata-based formalism to describe a network of distributed real-time components for analyzing their temporal behavior from the viewpoint of schedulability. Similar is the approach of UPPAAL [15].

Compared to the work being presented here, the mentioned methodologies focus on modeling the timing behavior of the applications, and their reciprocal interferences due to scheduling, neglecting the exact sequence of steps executed by an operating system kernel and its process scheduler, in order to let, for example, a higher-priority task preempt a lower-priority one. These details can be fundamental to ensure the build of an accurate formal model of the possible interferences among tasks, as shown in this paper.

b) Formal methods for OS kernels: An area that is particularly challenging is the one of verification of an operating system kernel and its various components. Some works that addressed this problem include the BLAST tool [16], where control flow automata have been used, combining existing techniques for state-space reduction based on abstraction, verification and counterexample-driven refinement, with lazy abstraction. Interestingly, the authors applied the technique to the verification of safety properties of OS drivers for the Linux and Microsoft Windows NT kernels.

Chaki et al. [17] proposed MAGIC, a tool for automatic verification of sequential C programs against finite state machine specifications. The tool can analyze a direct acyclic graph of C functions, by extracting a finite state model from the C source code, then reducing the verification to a Boolean satisfiability (SAT) problem. Interestingly, MAGIC has been used to verify correctness of a number of functions in the Linux kernel involved in syscalls handling mutexes, sockets, and packet sending. The tool has also been extended later to handle concurrent software systems [18], albeit the authors focus on verifying correctness and deadlock-freedom in presence of message-passing based concurrency, forbidding the sharing of variables. Authors were able to find a bug in the Micro-C/OS source code, albeit when they notified developers the bug had already been found and fixed in a newer release.

Another remarkable work is the lockdep mechanism [19] built into the Linux kernel, capable of identifying errors in using locking primitives that might eventually lead to deadlocks. The mechanism includes detection of mistaken order of acquisition of multiple (nested) locks throughout multiple kernel code paths, and detection of common mistakes in handling kernel code paths, for example acquiring a spinlock from process context with IRQs enabled as well as from an IRQ handler. In [20], a formal memory model is introduced to automate verification of consistency properties of core kernel synchronization operations for a number of different architectures and associated memory consistency models.

In [21], a model of an RT system involving Linux is presented, with two OS domains: a real-time and a non-real-time one. These are abstracted as a seven and three states model, respectively. The model, however, is a high-level one and does not consider the internal details of the Linux kernel.

To the best of our knowledge, none of the above techniques ventured into the challenging goal of building a formal model for the understanding and validation of the Linux PREEMPT_RT kernel code sections responsible for such low-level operations such as task scheduling, IRQ and NMI management, and their delicate interplay, as done in this paper.

The only exception is the work in [22], where the idea of building an automata-based model for the Linux kernel was sketched out, presenting a very preliminary model focusing on IRQ and NMI only. The present paper presents a much more complete model, encompassing kernel events related to NMI, IRQ, threads management and locking code in the Linux PREEMPT_RT kernel, describing internals of our modifications to the perf tool, discussing its performance and overheads, and presenting two major results obtained applying the technique, that allowed us to track down problems in the scheduler and tracing code paths within the kernel, discussed with and confirmed by main kernel developers.

Finally work exists that tries to combine theoretical analytical real-time system models with empirical worst-case estimations based on a Linux OS [23]. There, the author introduced an “overhead-aware” evaluation methodology for a variety of considered analysis techniques, with multiple steps: first, each scheduling algorithm to be evaluated is implemented on the LITMUS RT platform, then hundreds of benchmark task sets are run, gathering average and maximum values for what the authors call scheduling overheads, then these figures are injected into overhead-aware real-time analysis techniques. Now, the key comparison point with the present work, is that we aim at explaining at a finer-grained level of detail what these scheduling overheads are, where they originate from and why, when referring to the Linux kernel, and specifically to its PREEMPT_RT variant. The discussion around outliers in [23], along with the explicit admission of the need for removing manually some of them, witnesses the need for a more insightful model that provides more accurate information of said overheads. Our automata-based model, that will be detailed in the next sections, sheds some light exactly into this direction.

III. Background

We model the succession of events in the Linux kernel over time as a Discrete Event System. A DES can be described in various ways, for example using a language (that represents
the valid sequences of events that can be observed during the evolution of the system. Informally speaking, an automaton is a formalization used to model a set of well-defined rules that define such a language.

The evolution of a DES is described with all possible sequence of events $e_1, e_2, e_3, \ldots, e_n, e_i \in E$, defining the language $L$ that describes the system. There are many possible ways to describe the language of a system. For example, it is possible to use regular expressions. For complex systems, more flexible modeling formats, like automaton, were developed. Automata are characterized in the typical directed graph or state transition diagram representation. For example, consider the event set $E = \{a, b, g\}$ and the state transition diagram in Figure 1, where nodes represent system states, labeled arcs represent transitions between states, the arrow points to the initial state and the nodes with double circles are marked states, i.e., safe states of the system. Formally, a deterministic automaton, denoted by $G$, is a tuple $G = \{X, E, f, \Gamma, x_0, X_m\}$ where: $X$ is the set of states; $E$ is the set of events; $f : X \times E \rightarrow X$ is the transition function, defining the state transition between states from $X$ due to events from $E$; $\Gamma : X \rightarrow 2^E$ is the active (or feasible) event function, i.e., $\Gamma(x)$ is the set of all events $e$ for which $f(x, e)$ is defined in the state $x$; $x_0$ is the initial state and $X_m \subseteq X$ is the set of marked states.

For instance, the automaton $G$ represented in Figure 1 can be described by: $X = \{x, y, z\}$, $E = \{a, b, g\}$, $f(x, a) = x$, $f(x, g) = z$, $f(y, a) = x$, $f(y, b) = y$, $f(z, b) = z$, $f(z, a) = f(z, g) = y$, $\Gamma(x) = \{a, g\}$, $\Gamma(y) = \{a, b\}$, $\Gamma(z) = \{a, b, g\}$, $x_0 = x$ and $X_m = \{x, z\}$. The automaton starts from the initial state $x_0$ and moves to a new state $f(x_0, e)$ upon the occurrence of an event $e \in \Gamma(x_0) \subseteq E$. This process continues based on the transitions for which $f$ is defined.

Informally, following the graph of Figure 1 it is possible to see that the occurrence of event $a$, followed by event $g$ and $a$ will lead from the initial state to state $y$. The language $L(G)$ generated by an automaton $G = \{X, E, f, \Gamma, x_0, X_m\}$ consists of all possible chains of events generated by the state transition diagram starting from the initial state.

One important language generated by an automaton is the marked language. This is the set of words in $L(G)$ that lead to marked states. The marked language is also called the language recognized by the automaton. When modeling systems, a marked state is generally interpreted as a possible final or safe state for a system.

Automata theory also enables operations among automata. An important operation is the parallel composition of two or more automata that are combined to compose a single, augmented-state, automaton. This allows for merging two or more automata models into one single model, constituting the standard way of building a model of the entire system from models of individual components [24].

### A. Monolithic vs. modular modeling

In modeling complex systems using automata, there are two possible approaches, the monolithic and the modular one [25].

In the monolithic approach the system is modeled as a single automaton. Although this approach is good for simple systems, it is not efficient in the modeling of complex systems, as the number of states increases exponentially. In the modular approach, rather than specifying a single automaton, the system is modeled as a set of independent sub-systems, where each sub-system has its own alphabet. For systems composed of many independent sub-systems, with several specifications, the modular approach turns out to be more efficient.

In the modular approach, a generator of events of each sub-system is modeled independently. The synchronization rules of each sub-system are then stated as a set of specification automata. Each specification synchronizes the actions of two or more generators. The parallel composition of all the generators and specifications creates the model of the system and its synchronizations.

### IV. Modeling

Following the approach presented in Figure 2, the knowledge about Linux tasks is modeled as an automaton using the modular approach. The main sources of information, in order of importance, are the observation of the system’s execution using various tracing tools [9], the kernel code analysis, academic documentation about Linux and real-time systems [8], and hardware documentation [26].

At the same time, we observe a real system running. The development of the model uses the Linux vanilla kernel with the PREEMPT_RT patchset applied. This work is based on the fully-preemptive mode only, that is the mode utilized by the real-time Linux community. The configuration options of this kernel are based on the configuration of the Red Hat Enterprise Linux for Real Time, an enterprise version of Linux with the PREEMPT_RT patchset, with kernel version v4.14.15-rt13. However, the kernel was configured to run on a single CPU.

During the development of the model, the abstractions from the kernel are transformed into automata models. Initially, the identification of the system is made using the tracepoints already available. However, the existing tracepoints were not enough to explain the behavior of the system satisfactorily. For
The automata model have been developed using the Supremica IDE [31]. Supremica is an integrated environment for verification, synthesis, and simulation of discrete event systems using finite automata. Supremica allows exporting the result of the modeling in the DOT format that can be plotted using graphviz [32], for example.

The automata model have been developed using the Supremica IDE [31]. Supremica is an integrated environment for verification, synthesis, and simulation of discrete event systems using finite automata. Supremica allows exporting the result of the modeling in the DOT format that can be plotted using graphviz [32], for example.

The model was developed using the modular approach. All modules were developed manually. The generators are the system’s events of Table I modeled as a set of independent sub-systems. Each sub-system has a private set of events. Similarly, each specification is modeled independently, but using the events of the sub-systems of the generators it aims to synchronize.

Examples of generators are shown in Figure 3. The Need resched generator (G05) contains only one event and one state. The Sleepable or Runnable generator (G01) has two states. Initially, the thread is in the sleepable state. The events sched_waking and sched_set_state runnable cause a state change to runnable. The event sched_waking and sched_set_state_sleepable returns the task to the initial state. The Scheduling Context (G04) models the call and return of the main scheduling function of Linux, which is __scheduler().

Table II shows statistics information about the Generators and Specifications that compose the model. The final model is generated from the parallel composition modular models. The parallel composition is done via Supremica tool. The final model has 34 events, 13906 states and 31708 transitions. The
TABLE II: Automata models.

<table>
<thead>
<tr>
<th>Name</th>
<th>States</th>
<th>Events</th>
<th>Transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>G01 Sleepable or runnable</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>G02 Context switch</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G03 Context switch other thread</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>G04 Scheduling context</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>G05 Need resched</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>G06 Preempt disable</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G07IRQ Masking</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>G08 IRQ handling</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>G09 NMI</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>G10 Mutex</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>G11 Write lock</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>G12 Read lock</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>G13 Sched in after wakeup</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>G14 Resched and wakeup sufficiency</td>
<td>3</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>G15 Scheduler with preempt disable</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G16 Scheduler doesn't enable preemption</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>G17 Scheduler with interrupt enabled</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G18 Switch out then in</td>
<td>2</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>G19 Switch with preempt/irq disabled</td>
<td>3</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>G20 Switch while scheduling</td>
<td>2</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>G21 Schedule always switch</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>G22 Preempt disable to sched</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>G23 No wakeup right before switch</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>G24 IRQ context disable events</td>
<td>2</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>G25 NMI blocks all events</td>
<td>2</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>G26 Set sleepable while running</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>G27 Don't set runnablle when scheduling</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G28 Scheduling context operations</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>G29 IRQ disabled</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>G30 Schedule necessary and sufficient</td>
<td>7</td>
<td>9</td>
<td>22</td>
</tr>
<tr>
<td>G31 Need resched forces scheduling</td>
<td>7</td>
<td>27</td>
<td>59</td>
</tr>
<tr>
<td>G32 Lock while running</td>
<td>2</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>G33 Lock while preemptive</td>
<td>2</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>G34 Lock while interruptible</td>
<td>2</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>G35 No suspension in lock algorithms</td>
<td>3</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>G36 Sched blocking if blocks</td>
<td>3</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>G37 Need resched blocks lock ops</td>
<td>2</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>G38 Lock either read or write</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>G39 Mutex doesn't use rw lock</td>
<td>2</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>G40 RW lock does not sched unless block</td>
<td>4</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>G41 Mutex does not sched unless block</td>
<td>4</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>G42 Disable IRQ in sched implies switch</td>
<td>5</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>G43 Need resched preempts unless sched</td>
<td>3</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>G44 Does not suspend in mutex</td>
<td>3</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>G45 Does not suspend in rw lock</td>
<td>3</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Model</td>
<td>13906</td>
<td>34</td>
<td>708</td>
</tr>
</tbody>
</table>

Fig. 4: Example of the _perf thread _model output: a thread activation.

The complete model exposes the complexity of Linux. At a first glance, the number of states seems to be excessively high. But, for instance, as it is not possible to mask NMIs, these can take place in all states, doubling the number of states, and adding two more transitions for each state. The complexity, however, can be simplified if analyzed at the generators and specifications level. By breaking the complexity into small specifications, the understanding of the system becomes more natural. For instance, the most complex specification has only seven states. The modular modeling approach can provide a simple view of small parts of the system, facilitating the understanding by humans, while providing the entire picture of the system, making the validation of the trace more efficient.

C. Model Validation

The _perf tracing tool was extended to automate the validation of the model against the execution of the real system. The _perf extension is called _thread _model. The _perf thread _model has two operation modes. In record mode, the tracepoints presented in Table I are enabled, and recorded into a _perf .data file. This phase involves both the Linux kernel tracing features and _perf itself in user-space. In the kernel, tracepoints are enabled, recording the events in the trace buffer. This operation is done using lock-free primitives, that do not generate events involved in the model. Hence, the kernel part does not influence the model validation. Due to the high granularity of data, a typical 30 seconds trace of the system running cyclitest as workload, generates around 27000000 events, amounting 2.5 GB of data. To avoid having to collect the trace buffer data very frequently, a 3 GB trace buffer was allocated. The high number of events is due to background activities from Linux. For example, the periodic scheduler tick, RCU activities, network and disk operations, and so on. The user-space side periodically collects the trace from the trace-buffer, saving the data to a file. This generates additional events that are analyzed as any regular process.

After recording, the analysis of the data is done using the _perf thread _model report mode. This is the core of the validation tool. The report mode has three basic arguments:
V. APPLICATIONS OF THE MODEL: ANALYSIS OF ACTIVATION OF THE HIGHEST PRIORITY THREAD

This section analyzes the models related to the activation of the highest priority thread. This behavior is important because it is part of the principal metric utilized by the PREEMPT_RT developers, the latency.

The generators that act during the activation of a thread are described first, followed by the specifications. Then, specifications and generators are used to explain the possible paths, and how they influence the activation delay.

A. Generators

The model considers three types of tasks: 1) NMI; 2) IRQs and 3) Threads. The generator G09 in Figure 6 show the events that represent the execution of an NMI. The NMI can always take place, hence interfering in the execution of threads and IRQs. The second type of tasks are IRQs. Before starting the handling of an IRQ, the processor masks interrupts to avoid reentrancy in the interrupt handler. Although it is not possible to see actions taken by the hardware from the operating system point of view, the irqsoff tracer of the Linux kernel has a hook in the very beginning of the handler, that is used to take note that IRQs were masked [22]. In such a way to reduce the number of events and states, the events that inform the starting of an interrupt handler were suppressed, and the notification of interrupts being disabled by the hardware prior to the execution of the handler are used as the events that notify the start of the interrupt handler. The same is valid for the return from the handler. The last action in the return from the handler is the unmask of interrupts. This is used to identify the end of an interrupt handler. A thread can also postpone the start of the handler of an interrupt using the local_irq_disable() and local_irq_enable() like functions. The generator G07 models the masking of the interrupts by a thread. The generator G08 models the masking of the interrupts by the hardware to handle a hardware interrupt. These are presented in Figure 7.

A thread starts running after the scheduler completes execution. The scheduler context starts with the event schedule_entry, and finishes with the event schedule_exit, as modeled in generator G04 (Figure 3).

The context switch operation changes the context from one thread to another. The model considers two threads. One is the thread under analysis, and the other represents all other threads in the system. On Linux, there is always one thread ready to run. That is because the idle state runs as if it was a thread, the lowest priority thread. In the initial state of the automata, any other thread is running. The context switch operations from or to the other threads are presented in Figure 8.

The context switch generator for the thread under analysis is slightly different. In the initial state, the thread is not running. After starting running, the thread can leave the processor in three different modes: 1) suspending the execution waiting for another activation; 2) blocking in a locking algorithm like Mutex, or read/write semaphores; or 3) suffering a preemption from a higher priority thread, as shown in Figure 9.

The thread is activated with the sched_waking event in

---

2http://www.mail-archive.com/linux-kernel@vger.kernel.org/msg1811261.html the generator G01, the notification of a new highest priority
thread, with set_need_resched event in the generator $G05$, as shown in Figure 3.

The last involved generator is about preemption. In the initial state, the preemption is enabled. But it can be disabled for two main reasons: first, to guarantee that the current thread will not be de-scheduled; second, to avoid reentrancy in the scheduler code when already executing the scheduler. In the first case, the preempt_disable and preempt_enable events are generated, the second case generates the events preempt_disable_sched and preempt_enable_sched. These two possibilities are modeled in the $G06$, as shown in Figure 10.

### B. Specification

In Figure 11, the specifications $S02$ shows the sufficient condition for the occurrence of both sched_waking and sched_need_resched: they can occur only with both preemption and IRQs disabled. By disabling both interrupts and preemption, the automaton moves to the state disabled, where it is possible to execute sched_waking and sched_need_resched. The automaton $S02$ allows the sequence of events “local_irq_disable”, “hw_local_irq_disable”, giving the impression that it does not enforce both IRQ and preemption to be disabled. In fact, the specification $S02$ does not forbid this sequence. This sequence is forbidden in the specification $S17$ IRQ disabled, in Figure 12. The specification $S17$ is a classical mutual exclusion. Interrupts are disabled either by hardware or by software, but never by both. This specification, along with

---

**Fig. 6: $G09$ NMI generator.**

**Fig. 7: $G08$ IRQ Handling (Top); $G07$ IRQ Masking (Bottom) generators.**

**Fig. 8: $G03$ Context switch other thread generator.**

**Fig. 9: $G02$ Context switch generator.**

**Fig. 10: $G06$ Preempt disable.**

**Fig. 11: $S02$ Wakeup and Need resched takes place with IRQ and preemption disabled.**

**Fig. 12: $S17$ IRQ disabled.**

**Fig. 13: $S05$ Scheduler called with interrupts enabled.**

**Fig. 14: $S07$ Switch with interrupts and preempt disabled.**

**Fig. 15: $S08$ Switch while scheduling.**

**Fig. 16: $S03$ Scheduler called with preemption disabled.**
the generator of the preemption disabled (G06), gives the properties needed to the specification S02 to have both IRQs and preemption disabled in the disabled state.

The context switch of threads also depends on two main specifications: S07 both preemption and IRQ should be disabled. However, with a slight difference of the specification S02: interrupts disabled in the thread context (not because of an IRQ), and preemption disabled during a scheduler call. Moreover, the context switch only happens inside the scheduling context, because of the specification S08. These specifications are presented in Figure 14 and 15, respectively. The scheduler execution has two main specifications as well: The specification S03. The specification S03, in Figure 16, restricts the execution of the scheduler for a non-preemptive section. However, the scheduler is always called with interrupts enabled, as modeled in the specification S05 in Figure 13.

The main goal of the PREEMPT_RT is to schedule the highest priority thread as soon as possible. In the terms used in the model, the goal of the PREEMPT_RT developers is to cause sched_switch_in or sched_switch_in_o events after the occurrence of set_need_resched as soon as possible. The specification S19, in Figure 17, models this property. The specifications explained so far described the sufficient conditions for these events. Given the sufficient conditions, the specification S19 provides the necessary conditions to context switch to the highest priority thread.

In the initial state, the system runs without changing the state, unless set_need_resched takes place. Once set_need_resched occurs, the initial state will be possible only after the context switch in of a thread. Hence, set_need_resched is a necessary condition to cause a preemption, causing a context switch. When set_need_resched occurs, preemption and interrupts are known to be disabled (S02). Before returning to the initial state, the set of events that can happen are limited for those that deal with IRQ/IRQ masking, preemption, and scheduling.

The return to the initial state is possible from two states: in the state p_and_i, and in the re_scheduling. The first case takes place when set_need_resched occurs in the scheduler execution. For instance, the sequence "preempt_disable_sched", "schedule_entry", "local_irq_disable" satisfies the specification S02 for the set_need_resched and S03, S05, S07 and S08 for the context switch. This case represents the best case, where all sufficient conditions occurred before the necessary one.

If this is not the case, the return for the initial state can happen through a sole state, the re_scheduling. From the state p_and_i until re_scheduling, the calls to the scheduler function are enabled anytime sufficient conditions are met. However, this implies that preemption was disabled to call the scheduler (S03), which is the case of a thread running on the way to enter in the scheduler, or already in scheduling context (G04). This case, however, is not the point of attention for Linux developers. The point of interest for developers is in the cyclic part of the specification S17, between states p_and_i, preempt_enabled, and irq_enabled, in which either or both IRQs and preemption stays disabled, not allowing the progress of the system. Moreover, in the states in which IRQs are enabled, like irq_enabled and preempt_and_irq_enable, interrupt handlers can start running, postponing the context switch. Finally, NMIs can take place at any time, contributing to the delay. These operations that postpone the occurrence of the context switch are part of the latency measured by practitioners. The latency measurements, however, does not clarify the cause of the latency: the kernel is evaluated as a black box. By modeling the behavior of tasks on Linux, this work opens space for the creation of a novel set of evaluation metrics for Linux.

VI. CONCLUSIONS

The definition of the operations of the Linux kernel that affect the timing behavior of tasks is fundamental for the improvement of the real-time Linux state-of-the-art. By using the modular approach, it was possible to model the essential behavior of Linux utilizing a set of small and easily understood automata. The synchronization of these small automata resulted in an automaton that represents the entire system. The development of the validation method/tooling was simplified because of the shared abstraction of “events”.

It is possible to use the model to aid the understanding of complex behavior of Linux, with the benefit of not requiring the knowledge of the entire model. For example, the explanation presented in Section V used only a set of specifications, not all the models. Although the authors expected that the usage of the model could help in the debugging of Linux in future works, the fact that the model produced practical results already during its development was a pleasant surprise.

One main aspect of Linux is the capacity of evolving, creating a new reality of fully distributed systems, for example, with containers and micro-services. Verifying that the changes
in the kernel code do not create regressions, breaking the model and the guarantees provided by the PREEMPT_RT, is a major concern of developers. The idea of using the automata model to verify the kernel was presented to the main Linux kernel developers, and there is a consensus that the given approach should be integrated, mainly to improve testing of the logical correctness of the kernel [35], but also for timing regressions, with the creation of new metrics for the PREEMPT_RT kernel [36]. Further improvements in the tooling should be done to arrive in such state. For instance by improving the performance of the tracing by using eBPF. The approach has also potential to be used in another areas of the kernel, by the modeling of other components.

The natural continuation of this work is the modeling of the multiprocessor behavior of Linux. Furthermore, a useful follow-up research would be an attempt to merge this kind of model with existing real-time schedulability analysis techniques, in order to verify the usefulness of the more accurate modeling of the OS/kernel relatively complex code, in the case of PREEMPT_RT Linux.
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